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As computing infrastructure expands, resource management in a large, heterogeneous, and distributed
environment becomes a challenging task. In a cloud environment, with uncertainty and dispersion of re-
sources, one encounters problems of allocation of resources, which is caused by things such as heterogeneity,
dynamism, and failures. Unfortunately, existing resource management techniques, frameworks, and mech-
anisms are insufficient to handle these environments, applications, and resource behaviors. To provide
efficient performance of workloads and applications, the aforementioned characteristics should be addressed
effectively. This research depicts a broad methodical literature analysis of autonomic resource management
in the area of the cloud in general and QoS (Quality of Service)-aware autonomic resource management
specifically. The current status of autonomic resource management in cloud computing is distributed into
various categories. Methodical analysis of autonomic resource management in cloud computing and its tech-
niques are described as developed by various industry and academic groups. Further, taxonomy of autonomic
resource management in the cloud has been presented. This research work will help researchers find the
important characteristics of autonomic resource management and will also help to select the most suitable
technique for autonomic resource management in a specific application along with significant future research
directions.
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1. INTRODUCTION AND MOTIVATION

Cloud computing offers pay-per-use-based services such as infrastructure, platform,
and software through different cloud providers [Caton et al. 2013]. As the cloud offers
these three types of services, it requires Quality of Service (QoS) to efficiently monitor
and measure the delivered services and further needs to follow Service-Level Agree-
ments (SLAs) to ensure their efficient delivery. However, providing dedicated cloud
services that ensure users’ dynamic QoS requirements and avoid SLA violations is a
big challenge in cloud computing. Currently, cloud services are provisioned and sched-
uled according to resources’ availability without ensuring the expected performances.
The cloud provider should evolve its ecosystem in order to fulfill QoS-aware require-
ments of each component of the cloud. To realize this, there is a need to consider two
important aspects that reflect the complexity introduced by the cloud management:
QoS-aware and self- or autonomic management of cloud services. The QoS-aware as-
pect involves the capacity of a service to be aware of its behavior to ensure the elasticity,
high availability, reliability of service, cost, time, and so forth [Lango 2014]. Self- or
autonomic management implies the fact that the service is able to self-manage itself as
per its environment’s needs. Therefore, significant challenging tradeoffs exist to ensure
that the QoS guarantees and performance are met by improving cost-effectiveness and
resource utilization. Based on human guidance, autonomic systems keep the system
stable in unpredictable conditions and adapt quickly in new environmental conditions
like software, hardware failures, and so forth. Autonomic systems are working based on
QoS parameters and are inspired by biological systems that can easily handle problems
like uncertainty, heterogeneity, and dynamism. Based on QoS requirements, autonomic
systems provide self-optimization and manage the complexity of a system in a proac-
tive way to reduce cost. The main issues in this context are as follows: (1) there is
no single provider that provides autonomic services and (2) only AWS (Amazon Web
Service) currently delivers integrated autonomic services with a very low degree of cus-
tomization. In existing autonomic systems, only a few QoS parameters are considered
[Yeo et al. 2010]. There is a need for an autonomic resource management system that
considers all the important QoS parameters like availability, security, execution time,
SLA violation rate, and so forth for better resource management [Huebscher et al.
2008; Simonin et al. 2013].

In the cloud environment, uncertainty and dispersion of resources cause problems
in allocation of resources [Salehie et al. 2005], which result for many reasons, such as
the following:

a. Heterogeneity (due to different types of resources and scheduling techniques)
b. Dynamism (detect and fulfill the requirements of the application at runtime)
c. Failures (failure of system or resources, which leads to performance degradation)

Unfortunately, present cloud computing systems and management techniques are
unable to handle the aforementioned problems efficiently at runtime. To overcome
these problems, cloud systems should contain self-management characteristics like
self-optimizing, self-healing, self-protecting, and self-configuring. Thus, there is a need
to automatically manage QoS requirements of cloud users, thus helping the cloud
providers achieve the SLAs and avoid SLA violations. Autonomic cloud computing
systems can provide the environment in which applications can be managed efficiently
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by fulfilling QoS requirements of applications without human involvement [Kim et al.
2009].

1.1. Need for Autonomic Cloud Computing

The cloud services delivered by the heterogeneous and dynamic nature of the cloud re-
sources depend on the QoS. Fulfilling QoS requirements and maximizing the efficiency
and dispersion, heterogeneity, and uncertainty of resources bring challenges to cloud
computing systems, which cannot be efficiently satisfied with traditional resource allo-
cation policies in the cloud environment [Erdil 2013]. Autonomic cloud computing can
provide one of the solutions for effective allocation of resources by fulfilling the QoS
requirements of users and healing unexpected failures at runtime automatically, thus
optimizing QoS parameters [Mohamed et al. 2014]. The first objective of autonomic
cloud computing is to identify and schedule the suitable resources for the appropriate
workloads on time to increase the effectiveness of resource utilization. In other words,
the amount of resources should be minimum for a workload to maintain a required level
of service quality or to minimize the workload completion time (or maximize through-
put) of a workload automatically [Zhan et al. 2015]. For better resource scheduling,
best-resource workload mapping is required. The second objective of autonomic cloud
computing is to identify the adequate and suitable workload that supports the schedul-
ing of multiple workloads, to be capable to fulfill numerous QoS requirements such as
CPU utilization, availability, reliability, security, and so forth for the cloud workload.
Therefore, resource scheduling considers the execution time of every distinct workload
but also, most importantly, the overall performance based on the type of workload, that
is, with different QoS requirements (heterogeneous workloads) and with similar QoS
requirements (homogenous workloads) [Singh et al. 2015].

1.2. Motivation for Research

• Resource scheduling in the cloud consists of dynamic allocation of provisioned re-
sources to cloud workloads automatically. Consequently, this study emphasizes au-
tonomic resource management techniques based on different scheduling criteria.

• We recognized the necessity of a methodical literature survey after considering pro-
gressive research in autonomic resource management techniques in cloud comput-
ing. Therefore, we have summarized the available research based on a broad and
methodical search in the existing database and present the research challenges for
advanced research.

1.3. Our Contributions

• A comprehensive investigation has been conducted to study various existing au-
tonomic resource management techniques in cloud computing accomplished by in-
depth learning of autonomic resource provisioning and scheduling techniques.

• The aforementioned autonomic resource management techniques have been com-
pared and categorized based on the common characteristics and properties of self-
management (self-healing, self-configuring, self-optimizing, and self-protecting).

• Future research directions in the area of QoS-aware autonomic resource manage-
ment in the cloud are presented.

1.4. Related Surveys

Earlier surveys by Buyya et al. [2012] and Rahman et al. [2011] have been very in-
novative, but as the research has persistently grown in the field of autonomic cloud
computing, there is a necessity for a methodical literature survey to evaluate, upgrade,
and integrate the existing research presented in this field. This research augments the
previous surveys and presents a fresh methodical literature survey to evaluate and
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Fig. 1. Evolution of autonomic computing.

discover the research challenges based on available existing research in the field of
autonomic resource management in cloud computing.

1.5. Article Organization

The organization of the rest of this article is as follows: The history of autonomic
computing is presented in Section 2. Section 3 presents the background of autonomic
cloud computing. Section 4 describes the review technique used to find and analyze the
available existing research, research questions, and search criteria. Section 5 presents
the extraction outcomes of the methodical literature survey. Section 6 describes the
phases of autonomic resource management in the cloud. Section 7 presents QoS-aware
autonomic resource management techniques and their comparisons and taxonomy of
autonomic resource management. Section 8 describes the perspective model of auto-
nomic resource management. Future research directions are described in Section 9,
and discussions are presented in Section 10. Section 11 concludes this research work.

2. HISTORY OF AUTONOMIC COMPUTING

Autonomic computing is a self-manageable computing system, and the word “auto-
nomic” originated from the biological area. The human body works in a self-regulating
manner without human intervention. Autonomic systems are inspired by the biolog-
ical system (autonomic nervous system) that can easily handle problems like uncer-
tainty, heterogeneity, dynamism, faults, and so forth. Based on human guidance, au-
tonomic systems keep the computing system stable in unpredictable conditions and
adapt quickly in new environmental conditions like software and hardware failures.
Due to the self-management property of computing systems, the complexity of the sys-
tem is also invisible to the user. Just as the Autonomic Nervous System (ANS) controls
the human body’s functions (breathing, digestion, etc.), autonomic systems control the
working of computing systems and applications without the involvement of humans.
In this section, the evolution of autonomic computing is discussed briefly in the field of
computer science along the path of 21st century.

2.1. Evolution of Autonomic Computing

In the early 1990s, researchers of different prestigious organizations started devel-
opment of self-managing or autonomic systems because of the complexity and het-
erogeneity of computing systems, and research on autonomic systems continued for a
whole decade [Rahman at al. 2011]. The evolution of autonomic computing is shown
in Figure 1. For military purposes, DARPA (the Defense Advanced Research Projects
Agency) started a preliminary autonomic project in 1997, called the Situational Aware-
ness System (SAS) [Defense Advanced Research Projects Agency 1997]. The purpose
of SAS was to get information about enemies (to detect enemy tanks in the battlefield)
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on their personal devices using personal communications. Decentralized P2P (Peer-
to-Peer) mobile adaptive routing was used to spread information to all the soldiers.
For space projects (MarsPathfinder and Deep Space-1), NASA used autonomic sys-
tems in 1998 to make a space probe quickly by adapting extraordinary situations
automatically [Muscettola et al. 1998]. Under these projects, NASA designed tempo-
ral planning based on Autonomous Agents (AAs). Therefore, autonomous operations
were performed by spacecraft for long durations. In 2000, an autonomic-system-based
project was launched by DARPA, called DASADA (Dynamic Assembly for Systems
Adaptability, Dependability, and Assurance), to reduce the complexity of distributed
systems, and it fulfilled requirements such as adaptability, dependability, and high
assurance [Mandak and Stowell 2000].

In 2001, the journey of autonomic computing was started by IBM. IBM developed an
autonomic computing system to reduce the increasingly rising complexity of managing
computing systems, which further helped to reduce the workload of administrators
[Horn 2001]. An architectural blueprint of an autonomic computing system was intro-
duced in 2003 [Kephart and Walsh 2003], in which IBM proposed four properties of
self-management (self-optimizing, self-healing, self-protecting, and self-configuring),
discussed in Section 6.5. In 2005, IBM became the leader of autonomic computing and
started developing autonomic-computing-based toolkits like Tivoli [2005]. Different au-
tonomic computing development tools were offered by IBM to increase the adoption of
autonomic computing; one famous tool was developed for making autonomic decisions
based on rules embedded in a software application called PMAC (Policy Management
Autonomic Computing). In 2005, Parashar and Hariri proposed an autonomic system
in the context of grid computing to reduce the complexity of heterogeneous and dy-
namic components. This autonomic system also provides features like management,
deployment, and composition of complex applications in the grid [Parashar and Hariri
2005]. Other existing autonomic systems in the grid are Aneka, Condor-G, Nimrod-G,
and Pegasus [Rahman et al. 2011]. In 2009, the concept of autonomic computing in
the cloud was introduced to deliver autonomic cloud services to users by considering
reliability and scalability as important QoS parameters [Kim et al. 2009]. Fulfilling
QoS requirements and maximizing the efficiency of cloud systems by using the concept
of autonomic computing cannot be efficiently satisfied with traditional resource allo-
cation policies in the cloud environment. The next section explains autonomic cloud
computing in detail.

3. AUTONOMIC CLOUD COMPUTING: THE BACKGROUND

Autonomic systems based on QoS parameters are inspired by biological systems that
can easily handle problems like uncertainty, heterogeneity, dynamism, faults, and so
forth. The goal of autonomic systems is to execute an application within a deadline by
fulfilling QoS requirements as described by users with minimum complexity. Autonomic
computing systems are basically inspired from the ANS of humans. The ANS has
the capability to deal with all situations dynamically and manage these situations
in an unpredictable environment. As the ANS controls the human body’s functions
(breathing, digestion, etc.), Autonomic Cloud Computing Systems (ACCSs) control the
working of cloud-based systems and applications without the involvement of humans.
Similar to the ANS, ACCSs check, monitor, and respond according to the situation,
such as self-healing, self-protecting, self-configuring, and self-optimizing.

3.1. Overview of Autonomic Cloud Computing

ACCSs are based on IBM’s autonomic model [Kephart and Walsh 2003], which con-
siders four steps of the autonomic system (Monitor, Analyze, Plan, and Execute) in a
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Fig. 2. Architecture of an autonomic system.

control loop, two interfaces (sensors and effectors) for environmental interaction, and
one database (knowledge base) to store rules, as shown in Figure 2.

ACCSs are composed of Autonomic Elements (AEs); the Autonomic Manager (AM)
is an intelligent agent that interacts with the environment through manageability
interfaces (Sensors and Effectors) and takes actions according to the input received
from sensors and rules defined in a knowledge base in low-level language. The AM is
configured by the administrator based on alerts and actions in high-level language.
Figure 19 shows the interaction of IBM’s autonomic model with cloud computing as
described in Section 8.

Initially, Monitors are used to collect the information from sensors for monitoring
continuously the value of QoS parameters while interacting with outside interfaces
and transfer this information to the next module for further analysis. The Analyze and
Plan modules start analyzing the information received from the monitoring module and
make a plan for adequate actions for corresponding alerts generated by the system.
Once data has been analyzed, this autonomic system executes the actions correspond-
ing to the alerts automatically [Rimal et al. 2011]. Executor implements the plan after
complete analysis. Maintaining the value of QoS parameters is the main objective of
Executor. Based on the output given by analysis, Executor tracks the new changes and
takes action according to the rules described in the knowledge base. Effector is used
to transfer the new policies, rules, and alerts to other nodes of the autonomic system
with updated information.

3.2. Self-Management Properties of Autonomic Cloud Computing

Self-management in cloud computing has four generic properties: (1) self-healing, (2)
self-protecting, (3) self-optimizing, and (4) self-configuring, as shown in Figure 3. A
description and example of self-management properties are presented in Table I.

3.3. Evolution of Autonomic Cloud Computing

This section describes the QoS parameters in which the resource management is pro-
posed across the backstory of the cloud. Further remarkable Quality of Service (QoS)
parameters and Focus of Study (FoS) of autonomic cloud computing along with evo-
lution of the cloud throughout the years are described in autonomic cloud computing
evolution, as shown in Figure 4. In 2009, workload-provisioning-based [Quiroz et al.
2009] autonomic techniques and self-optimization-based [Nallur et al. 2009] autonomic
techniques have been proposed. Quiroz et al. [2009] proposed a clustering-based de-
centralized approach to detect patterns in virtual environments, and a model-based
approach had been designed to monitor the performance and approximate service time
of the application to maintain the SLA.
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Fig. 3. Self-management in the cloud.

Table I. Self-Management Properties

Self-Management Property Description Example
Self-healing Capability of an autonomic

system to identify, analyze, and
recover from unfortunate faults
automatically

Improves performance through
fault tolerance by reducing or
avoiding the impact of failures
on execution

Self-configuring Capability of an autonomic
system to adapt to the changes
in the environment

Installation of missed or
outdated components based on
the alert generated by the
system without human
intervention

Self-optimizing Capability of an autonomic
system to improve the
performance

To complete the execution of
current workload and reduce
overloading and underloading of
resources

Self-protecting Capability of an autonomic
system to protect against
intrusions and threats

To detect and protect the
autonomic system from
malicious attacks

Nallur et al. [2009] presented a self-optimization-based autonomic technique using
utility theory to maintain the SLA and considered QoS requirements such as scalability
and availability. This theoretical technique is difficult to identify the SLA deviation and
SLA violation in case of performance degradation.

In 2010, autonomic techniques based on anomaly detection [Smith et al. 2010], SLA
awareness [Bouchenak 2010], and deadlines and budgets [Mao et al. 2010] were sug-
gested. Smith et al. [2010] presented an autonomic anomaly detection technique in
which data was analyzed and stored in a uniform format after data collection to detect
the faulty nodes. In this technique, Bayesian Network-based Dimensionality Reduc-
tion is used to extract the relevant data to reduce the computation overhead and
increase accuracy; thus, complexity to handle the anomalies is increased due to the
use of an unsupervised learning technique. Bouchenak [2010] presented an SLA-based
technique for elastic clouds to meet the QoS requirements of cost and availability and
also discussed the impact of SLA violations on performance. To deliver cloud services
with an SLA guarantee, there is a need to specify the value of SLA deviation along
with a penalty or compensation in case of SLA violations. Mao et al. [2010] proposed
an autoscaling technique (Cloud Auto Scaling (CAS)) in which computing resources
are scaled based on performance requirements and workload information in virtual
environments. CAS schedules activities of VM instance startup and shutdown auto-
matically to improve the performance. CAS enables users to finish the execution of
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Fig. 4. Evolution of autonomic cloud computing.

workloads or tasks within their deadline with minimum cost. The VM manager main-
tains a relation between cloud providers and the auto-scaling mechanism and executes
a plan of the auto-scaling decision maker to finish the execution of workloads.

In 2011, autonomic techniques based on fault tolerance [Malik and Huet 2011],
markets [You et al. 2011], hybrids [Papuzzo and Spezzano 2011], and SLA aware virtu-
alization [Kertesz et al. 2011] were proposed. To adapt, manage, enact, and configure
the workflows, this technique used a P2P agent-based framework, but this mechanism
is not able to share information among different nodes because of decentralization of
data.

Malik and Huet [2011] proposed a forward- and backward-mechanism-based auto-
nomic technique (Adaptive Fault Tolerance in Real-Time Cloud (AFRTC)) in a virtual
environment to identify the faults through a checkpoint protocol. The AFRTC system
is used to detect the faults, provide fault tolerance, and calculate the reliability of
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nodes to make decisions. The reliability of nodes in virtual environments is changing
adaptively. A node is reliable if a virtual node produces results within the specified
deadline only. A node will be removed if it fails continually, and a new node will be
added. AFRTC uses backward recovery if any node does not achieve the required level
of reliability. You et al. [2011] proposed a market-based autonomic technique (Auto-
nomic Allocation of Resources technique (ARAS-M)) by considering QoS requirements
using a genetic algorithm to maintain an equilibrium state between service and re-
quest. ARAS-M uses a market-based mechanism to allocate the resources to workloads
based on QoS requirements specified by the user. In this autonomic system, a Genetic
Algorithm (GA) is used to attain an equilibrium state by adjusting price automatically.
This system fulfills the demand of every workload along with its QoS requirements.
Papuzzo and Spezzano [2011] proposed a bio-inspired-mechanism-based hybrid auto-
nomic technique to handle peak load situations to reduce workload variations. Kertesz
et al. [2011] proposed an SLA-aware-virtualization-based autonomic technique that fo-
cused on demand deployment, service brokering, and agreement negotiation to reduce
SLA violations. This technique executes only homogenous workloads on homogenous
resources, and due to dependency among different modules, SLA violations cannot be
identified until the execution is completed.

In 2012, self-healing [Li et al. 2012], self-configuration [Zhang et al. 2012], and
energy-based [Ardagna et al. 2012] autonomic techniques were proposed. Li et al.
[2012] proposed a monitoring- and recovery-based self-healing technique to fulfill and
verify the QoS requirements (reliability to identify faults at runtime) described by
users. Zhang et al. [2012] proposed a power-aware adaptive autonomic technique that
configures virtual resources based on power usage and SLA requirements. In this
approach, the relation between resource utilization and energy consumption is not
clearly mentioned, and it considers power consumption of the CPU directly without
considering the power consumption of every independent component to get an accurate
value. Ardagna et al. [2012] presented an autonomic technique based on dynamic
voltage frequency scaling using a local search procedure to execute the realistic and
synthetic workloads in an effective manner to reduce energy cost and SLA violations.
This technique does not sufficiently explain the different variations among realistic
and synthetic workloads.

In 2013, adaptive-based [Maurer et al. 2013], self-protecting [Yuan et al. 2013], and
cost-based [Konstantinou et al. 2013] autonomic techniques were proposed. Maurer
et al. [2013] proposed an SLA-based autonomic technique (Case Base Reasoning (CBR))
based on an autonomic control loop to execute both synthetically generated workloads
after classification using a rule-based and case-based reasoning approach. CBR uses
human-based interaction to make an agreement between the user and provider called
SLA for successful execution of workloads by considering resource utilization and scal-
ability as QoS requirements. In this system, various elastic levels are defined and
a control loop is used to enable the autonomic computing in a virtual environment.
SLA violations and resource utilization are improved in this autonomic system. Yuan
et al. [2013] presented a rainbow-architecture-based ABSP (Architecture-Based Self-
Protection) technique in which security threats are detected at runtime through the use
of patterns. ABSP reduces security breaches and improves the depth of defense. The
Self-COngured, Cost-based Cloud qUery Services (COCCUS) technique [Konstantinou
et al. 2013] uses centralized architecture to provide the query-based facility in which
users can ask queries regarding scheduling policies, priorities, and budget information.
CloudDBMS is used to store information about the scheduling policies and user queries
for further use. The main objectives of COCCUS are to (1) get and execute the user
queries, (2) store the queries in the data structure, and (3) minimize the maintenance
cost of query execution.
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In 2014, a dynamic workload distribution [Sah and Joshi 2014] autonomic technique
was proposed. Sah and Joshi [2014] proposed a dynamic workload-distribution-based
autonomic technique (Autonomic Workload Manager (AWM)) using dynamic scalabil-
ity and a modified auto-scaling algorithm to provide the solution for flat separable
queuing network models. AWM uses DPSMS (Distributed Provisioning and Scaling
Decision Making System) to distribute the workloads on resources based on their com-
mon QoS characteristics. AWM divides resources into two categories: coarse-grained
and fine-grained resources. AVM allocates the resources based on minimum response
time and high throughput. This autonomic system executes in three steps: (1) allocate
resources to workloads, (2) minimize execution time, and (3) check execution status (if
it executes within time and budget then it continues execution; otherwise, provide more
resources).

In 2015, an autonomic technique based on resource contention-aware scheduling
[Sheikhalishahi et al. 2015] was proposed. Sheikhalishahi et al. [2015] proposed the
ARCS (Autonomic Resource Contention Scheduling) technique for a distributed system
to reduce resource contention in which more than one job shares the same resource
simultaneously. ARCS has four main components: (1) front-end policies (it performs
admission control and queuing of jobs), (2) scheduler (it contains a backfilling schedul-
ing algorithm), (3) information service (information about scheduler), and (4) back-end
policies (mapping of resources with jobs). ARCS established a relationship among lay-
ers of distributed resource management [Maurer et al. 2011].

3.4. QoS-Aware Cloud

The settlement between consumers and cloud service providers fundamentally con-
sists of parameters like price, time, and other QoS parameters. There are presently
numerous methods that resolve the issue of expense and time slot settlement mecha-
nisms without taking into account the significant characteristics of QoS [Hashem et al.
2015]. Ferretti et al. [2010] proposed a QoS-aware cloud architecture that aims to sat-
isfy QoS requirements of the application. The principal function of this architecture
was the efficient resource management of the virtual execution environment associated
with the application [Zhou and Jiang 2014]. This architecture includes features that
eliminate resource over provisioning by changing and configuring the amount of re-
sources dynamically. But it does not describe the behavior of an application [Garg et al.
2011].

Nathuji et al. [2010] presented “Q-Cloud,” a QoS-aware control framework that man-
ages resource allocation in order to alleviate the consolidated workload interference
problem. The principal aim of this framework was resource allocation at runtime of
cohosting applications based on QoS requirements. The Q-States (QoS states) notion
was proposed in order to assign additional QoS levels to the application. The goal
of these states was to offer additional flexibility to users in order to easily improve
their application-specific QoS level. This is why the QoS monitoring feature presented
according to the “as a service” paradigm is interesting. This facility ensured contin-
uous control of QoS attributes in order to avoid SLA violations [Singh et al. 2010].
Van et al. [2010] attempted to manage autonomic virtual resources for hosting cloud
services. In this approach, a two-level architecture was proposed to separate applica-
tions’ QoS specifications from the allocation and provision of resources. To analyze the
QoS requirements of the hosted service, an application-oriented local decision model
was presented for every application. This module determines a high-level performance
goal in order to make the best decision in the allocation and provision phases. While
the cited solutions aim to satisfy QoS requirements of applications, the management
is still resource based by adapting resource reservations to QoS requirements [Zissis
et al. 2012].
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Fig. 5. Process of SLA negotiation.

3.5. SLA and QoS: Intertwined in the Autonomic Cloud

The cloud services offered to users consist of a set of components, which may be offered
by different providers [Chana and Singh 2014]. To satisfy the requests of customers,
the service must be provided in accordance with the required level of QoS, and QoS
management must be considered to provide the End-to-End (E2E) QoS level. In current
solutions, a degradation of a component can produce degradation of the global service
[Weng and Bauer 2010]. Thus, one of the major issues in the current solutions of the
cloud is to deliver the required services according to the QoS level expected by the user
[Toosi et al. 2014]. The interaction of the cloud user and cloud provider to negotiate
SLA is shown in Figure 5.

As more and more users give their applications to cloud providers, SLAs between
clients and providers appear key [Kritikos et al. 2013]. To impose SLAs, endless su-
pervision on QoS parameters is required because of the cloud’s dynamic nature. In the
current scenario of the cloud, it is a challenge to ensure QoS for cloud services. QoS
is increasingly significant when composing services, because a debasing QoS in one of
the services can deleteriously disturb the QoS of the complete composition [Assuncao
et al. 2015; Ranjan et al. 2015]. To fulfill the QoS requirements of a cloud service,
the required amount of resources is provisioned by the service provider [Martin et al.
2011]. Present technology of the cloud is not able to fulfill the SLA completely; how-
ever, research groups (industrial and academic) are doing research on QoS assurance
problems in the cloud environment [Bonvin et al. 2011; Rodero et al. 2012].

Cloud users expect the system to guarantee the required QoS services regardless
of any unexpected events. Consumer needs vary unpredictably depending on their
types (developer, service provider, end-user) and their strategies (QoS requirement, cost
effective, optimization, etc.). These unstable demands can result in SLA violations due
to QoS degradation of the cloud services [Buyya et al. 2011]. While cloud providers can
ensure the elasticity, high availability, and reliability of services, the QoS expectations
of users are not yet achieved. Moreover, QoS is a very important aspect that must be
considered in the different phases of the life cycle of cloud solutions. Thus, the QoS
aspects should be considered from the design phase of cloud components in order to
achieve the expected QoS requirements [Breskovic et al. 2011; Beach et al. 2015].

Complementarily, a self-management approach must be introduced to guarantee
the E2E behavior of the global service. Self-management implies the ability of each
service component to manage its behavior itself [Toosi et al. 2014]. Several independent
applications are hosted on the cloud platform using a shared pool of resources to
execute applications based on their QoS requirements [Faruk and Sivakumar 2014].
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Table II. Comparison of QoS-Based Cloud and QoS-Based Grid

Criteria QoS-Based Cloud QoS-Based Grid Findings
Service

management
On-demand installation

(installed only if required)
Preinstalled services

(ready to use)
QoS-based cloud service
uses less storage space.

QoS
management

Critical applications
(urgent workloads)

Noncritical applications QoS-based cloud service is
able to execute urgent
applications with short
deadline.

SLA fulfillment
approaches

Self-adaptation
mechanisms

Request/response models QoS-based cloud service
uses autonomic systems to
deliver service in an
effective manner.

Table III. Research Issues in QoS-Based Grid Computing

Research Issues Reasons
Variation of resource

availability
Due to hardware or software failure, there is dynamic system configuration
and resource contention.

Parallel processing

Due to unavailability of required resources at a particular point of time, some
subtasks are stuck in deadlock condition and continue to struggle for
resources, which further leads to customer dissatisfaction (increasing
execution time and cost).

Decentralized control Global scheduler does not have control over local workloads.

To provide more flexibility along with VM consolidation, server virtualization is used
for such platforms, and VM is migrated based on the required size of the virtual
machine. Automating the process of management of virtual machines and considering
the QoS requirements of hosted applications are key challenges [Tchana et al. 2013;
Rodero et al. 2010]. Autonomic systems (similar to biological systems) need assistance
from humans; they learn to maintain the stability of the system by taking appropriate
steps and adopt to the changing environmental conditions (software failures, hardware
failures, external conditions, etc.) automatically [Mosallanejad et al. 2014]. Generally,
QoS is considered an important element of autonomic systems, and Figure 2 shows
the main properties of an autonomic system (Monitor, Analyze, Plan, and Execute) in a
control loop [Singh and Chana 2013a; Fargo et al. 2013].

3.6. QoS-Based Grid and Cloud

Computing-resource-based services offered to users consist of a set of components,
which may be offered by different providers. To satisfy the request of customers, ser-
vice must be provided in accordance with the required level of QoS. QoS is the service
guarantee based on the parameters described by consumers, and the SLA is an autho-
rized agreement that exhibits it. One of the major challenges in the current computing
solutions (grid and cloud) is providing the required services according to the QoS level
expected by users [Brandic and Dustdar 2011]. We have found three different criteria:
(1) service management (to create, provide, maintain, and ensure required services),
(2) QoS management (to deliver service by optimizing QoS parameters), and (3) SLA
fulfillment approaches (to provide service without violation of SLA); based on these
criteria, QoS-based grid and QoS-based cloud services can be compared, as shown in
Table II.

The QoS-based grid computing issues of variation of resource availability, parallel
processing, and decentralized control are described in Table III.

Existing research reported that QoS parameters such as execution time, cost, latency,
throughput, and availability need to be optimized in future QoS-based grid systems.
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Table IV. Research Issues in QoS-Based Cloud Computing

Research Issues Reasons
Increasing resource

cost
Overloading and underloading of resources are due to fluctuation of
workloads.

Increasing workload
execution time

Uncertainty and dispersion of resources cause problems in allocation of
resources, resulting from factors such as heterogeneity, dynamism, and
failures.

Increasing power
consumption

A tremendous amount of energy is consumed by these data centers, which
leads to high operational costs and contributes toward carbon footprints to the
environment.

The main QoS constraints that QoS-based cloud computing faces need to be considered
for efficient utilization of resources and are described in Table IV.

Existing research reported that QoS parameters such as execution time, cost, se-
curity, reliability, resource contention, resource utilization, energy consumption, SLA
violation rate, and availability need to be optimized in future QoS-based cloud systems.

4. REVIEW TECHNIQUE

The methodical survey technique described in this research article has been taken from
Kitchenham and Charters [2007]. The stages of this literature review include creating a
review framework, executing the survey, investigating the results of review, recording
the review results, and exploring research challenges. Table V describes the list of
research questions required to plan the survey in autonomic cloud computing. Table VI
describes the 380 research papers retrieved in a manual search and electronic database
search. Figure 6 describes the review technique used in this methodical analysis.

4.1. Sources of Information

We searched broadly in electronic database sources as recommended by Kitchenham
and Charters [2007]; the following electronic databases were used for searching:

• Springer (www.springerlink.com) • ACM Digital Library (www.acm.org/dl)
• ScienceDirect (www.sciencedirect.com) • Wiley Interscience (www.Interscience.wiley.com)
• Google Scholar (www.scholar.google.co.in) • HPC (www.hpcsage.com)
• IEEE eXplore (www.ieeexplore.ieee.org) • Taylor & Francis Online (www.tandfonline.com)

4.2. Search Criteria

The keyword “autonomic cloud computing” is involved in the abstract of each research
paper in every search. It is a time-consuming and general method for review. The
various search strings used in this review are described in Table VI. This methodical
literature survey included both quantitative and qualitative research articles written
in English from 2009 to 2015.

The basic research in this area was commenced in 2009, but rigorous development
took place after 2010. We included research papers from journals, conferences, sympo-
siums, workshops, and white papers from the industry along with technical reports.
Exclusion criteria used at different stages are described in Figure 6. We applied indi-
vidual searches on some journals of Springer, Wiley, Taylor and Francis, Science Direct,
and so forth to cross check the e-search. Our search retrieved over 380 research arti-
cles, as shown in Figure 6, which were reduced to 298 research articles based on their
titles, 217 research articles based on their abstracts and conclusions, and 171 research
articles based on the full text. Then, these 171 research articles were investigated com-
pletely to find a final collection of 110 research articles through reference investigation
and eliminating common challenges based on the criterion of inclusion and exclusion.
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Table V. Research Questions and Motivation

Review Questions Motivation
1. What is the current status of autonomic cloud

computing?
2. How to clearly recognize the present and prospective

desires of cloud consumers?
3. How to cut down the transfer and data cost and

improve the cost-based transparency?
4. How to minimize the execution time of workloads to

improve resource utilization?
5. How to optimize the resource utilization and minimize

the cost simultaneously?
6. How to reduce the uptime of resources? How to reduce

the execution cost and meet the deadline at same time?
7. What are the criteria for negotiation between

consumer and provider?
8. How to reduce energy consumption and its impact on

environment?
9. What other optimization techniques should be

considered for efficient autonomic resource scheduling?
10. How to schedule the resources automatically to avoid

overloading and underloading of resources?
11. What new rules should be required for effective

autonomic resource scheduling?
12. How to design the autonomic resource scheduling

algorithm to provide dynamic scalability at CPU,
network, and application levels?

13. How to understand the cloud workloads for better
autonomic resource scheduling? How to allocate the
resources to cloud workloads for efficient utilization of
resources?

14. How to identify and classify the various cloud
workloads to design autonomic cloud computing
system?

Various autonomic cloud computing
techniques used in cloud computing are
reported. Various scheduling criteria and
QoS parameters for cloud autonomic
resource scheduling considered so far are
stated according to their level of
importance. The research challenge in
terms of the research question is
discovering the existing research that
assessed and compared the distinct
autonomic cloud computing techniques.
This study compared the different types of
autonomic cloud computing techniques.
For every type and subtype of autonomic
cloud computing technique, various types
of existing research have been presented.
It is hard to detect the actual cost for
autonomic resource scheduling. It will
support in planning enhanced and
extremely accessible approaches. The
main aim of this review is to make an
autonomic cloud computing database for
future research through standardization
and benchmarking of relative
investigation of existing research.

1. How to develop an autonomic resource scheduling
technique for cloud resources based on users’ QoS
requirements?

2. How to design an autonomic architecture that can fulfill
QoS requirements of cloud service?

3. What are the QoS requirements of application and
service the user plans to utilize from the cloud?

4. How to enable SLA by searching the suitable service
based on QoS requirements and schedule the resources
to every type of service?

5. How to understand and fulfill the QoS requirements of
a particular service as described by users?

6. What are the criteria to modify the SLA with respect to
time? What are the penalty and compensation criteria if
the resource provider violates the SLA?

7. How to develop an autonomic resource allocation
mechanism through effective utilization of resources
and maintained SLA?

It provides the knowledge about the
review done in this research article. It is
mandatory to find out the number of
research papers in each type of autonomic
cloud computing technique, which helps
to find the key research areas. A
time-based count describes how
autonomic cloud computing terms like
SLA and QoS have progressed over time.
Autonomic cloud computing has become
the hotspot area in the cloud. The latest
research in cloud is going toward effective
autonomic cloud computing. The research
challenges in terms of research questions
emphasize identifying the present
prominence of research in autonomic
cloud computing. Different research
questions are used to identify the key
research areas for future investigation in
the field of autonomic cloud computing.

1. What simulation tools are used for autonomic cloud
computing and what parameters they are considering?

2. How to validate the autonomic resource scheduling
technique through tools?

It is significant to recognize distinct
autonomic cloud computing simulation
tools.
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Table VI. Search String

Serial No. Keywords Synonyms Dates Content Type
1 Autonomic

Scheduling
Autonomic Resource Scheduling

Algorithms

2009–2015

Journal,
conference,
workshop,
magazine,

white paper,
and

transactions

2 Autonomic
Provisioning

Autonomic Resource Provisioning
Algorithms

3 Self-Healing Fault tolerance in ACCS
4 Self-Protecting Security and attack detection in

ACCS
5 Self-Optimization Minimization of cost, time, energy,

etc., in ACCS
8 Self-

Configuration
Automatic confirmation of

resources
9 Autonomic QoS Quality-of-Service parameters in

ACCS
10 Autonomic SLA Service-Level Agreement in ACCS
11 SLA and QoS SLA and QoS in ACCS
12 Self-Management Resource management in ACCS

Fig. 6. Review technique used in this systematic review.
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Fig. 7. Self-management in the cloud.

4.3. Quality Assessment

A quality assessment was implemented on the outstanding research articles subse-
quently using the criterion of inclusion and exclusion to find suitable research articles.
Autonomic-cloud-computing-related research articles are included in various distinct
conferences and journals. Every research article was explored for unfairness and exter-
nal and internal validation of results according to CRD guidelines given by Kitchenham
and Charters [2007] to provide high-quality research articles on QoS-aware autonomic
resource management techniques.

4.4. Data Extraction

We faced a lot of problems in extracting suitable data when the methodical litera-
ture survey started. We contacted numerous authors to find the in-depth knowledge
of research if required. The following procedure for data extraction was used in our
review:

• One author extracted data from 110 research articles after in-depth review.
• Review results were cross-checked by other author on random samples.
• During cross-checking, if there were any conflicts, then a compromise meeting was

called to resolve the conflict.

5. EXTRACTION OUTCOMES

The motive of this research work is to find the available research in autonomic cloud
computing and is stated in Table VI in the form of research questions. Most of the re-
search articles on autonomic cloud computing are published in a comprehensive variety
of conference proceedings and journals. Figure 7 shows the percentage of research pa-
pers discussing autonomic cloud computing techniques (self-protecting, self-optimizing,
self-configuring, and self-healing) from 2009 to 2015.

Thirty-five percent of the research articles were published in conferences, 48% in
journals, 5% in workshops, and 12% in symposiums. The greatest percentage of re-
search publications came from journals, followed by conferences. Figure 7 depicts the
most research in the field of self-optimizing (44%), followed by self-configuring (31%),
self-healing (16%), and self-protecting (9%). Figure 8 describes the percentage of re-
search papers that consider different QoS parameters (execution time, scalability, cost,
response time, energy, deadline, throughput, availability, security, and resource uti-
lization) from 2009 to 2015. Figure 8 depicts that cost is used as a QoS parameter in
most research papers (20%), while only 2% of research papers used scalability and 2%
used security as a QoS parameter. Mostly resource utilization (17%), execution time
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Fig. 8. QoS parameters considered in autonomic cloud computing.

Fig. 9. Time count of self-management in the cloud.

(17%), response time (16%), and energy (15%) were used as QoS parameters in research
papers.

The systematic map in Figure 9 helps in recognizing the important areas of self-
management that were highlighted from 2009 to 2015.

6. PHASES OF AUTONOMIC RESOURCE MANAGEMENT IN CLOUD

Categorization of autonomic cloud computing systems along with their characteristics
is presented in this section. Based on the literature, we have categorized autonomic
resource management of the cloud into six phases: (1) design of application, (2) workload
scheduling, (3) allocation, (4) monitoring, (5) self-management, and (6) QoS parameters,
as shown in Figure 10. Further, we explain the characteristics of every component in
detail.

6.1. Design of Application

Data-intensive or computation-intensive applications are executed in the cloud envi-
ronment, but the system performs better if applications run in parallel. To improve
the performance of autonomic cloud computing systems, there is a need for dynamic
composition of applications based on the configuration of the system and requirements
of users [Singh and Chana 2015b]. As shown in Figure 11, the components used in
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Fig. 10. Phases of autonomic resource management.

Fig. 11. Taxonomy based on design of application.

the design of the application are (1) type of application, (2) domain of application, (3)
application presentation, and (4) I/O data requirements.

6.1.1. Type of Application. Application in the cloud consists of several tasks (set of in-
structions executed on computing resource). Cloud applications have been divided into
two types based on relations among tasks: (1) workflow and (2) workload (homoge-
nous or heterogeneous). Workload is an abstraction of work of that instance or set
of instances going to be performed—for example, running a web service or being a
Hadoop data node is a valid workload. Workflow is a term used to describe the set of
interrelated tasks and their distribution among different available resources for better
resource provisioning. Directed Acyclic Graphs are used to present the workflow in
terms of nodes (tasks) and vertices (relationship among tasks) [Xu et al. 2012].

6.1.2. Domain of Application. Presently, engineers are developing scientific applications
to manage resources and user requests in an efficient manner, but the complexity of ap-
plications is increasing. The cloud is an emerging platform to manage complex scientific
applications. In the scientific domain, the computing system fulfills the requirements
of various applications like business applications, HTC (High-Throughput Computing)
applications, and HPC (High-Performance Computing) applications. Cloud technology
is also being used in the domain of healthcare to support business functions and pro-
vide more effective diagnostic processes. QoS requirements for healthcare applications
are high throughput, availability, scalability, and so forth. In biological applications, it
is very difficult to maintain large datasets because it requires extensive I/O operations
[Moreno-Vozmediano et al. 2013]. To resolve this issue, there is a need for computing
infrastructure that helps to maintain the datasets in an efficient manner. In geo-
science applications, both geospatial and nonspatial data are collected and analyzed
[Solomon et al. 2013]. Due to an increase in the volume of data, there is a need for cloud
technology to process data and produce output within a certain deadline. Specifically,
the GIS (Geographic Information System) is an important component of geoscience
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Fig. 12. Taxonomy based on workload scheduling.

applications. QoS requirements for GIS applications are security, processing speed,
larger storage space, and so forth. Other applications of cloud computing include Google
Docs, Dropbox, Video Encoding, Multiplayer Online Gaming, Tower Planning, and Data
Analytics.

6.1.3. Application Presentation. In the cloud, basically applications are designed using
data definition languages or application generation tools. XML (eXtensible Markup
Language) is used to create applications in data language. Applications in XML can
be presented in an easy manner, but this requires a proper nested structure, so it is
difficult to remember the syntax. To avoid this, most cloud users use GUI (Graphical
User Interface)-based tools for better visualization (PNs (Petri Nets)) [Amoretti et al.
2013].

6.1.4. I/O Data Requirements. Different types of data, input, intermediate, and output
data, are used to manage the cloud-based application. In geoscience applications, both
geospatial and nonspatial data are collected and analyzed. Due to an increase in the
volume of data, there is a need for cloud technology to process data and produce output
within a certain deadline. Every type of geographically referenced data is collected,
stored, manipulated, and managed. Some applications need data input in sequence
mode, but others need data input in parallel mode [Pandey et al. 2012]. We consider
data as large if an application needs a massive amount of input data and data as small
if applications need a lesser amount of data for execution [Rak et al. 2011].

6.2. Workload Scheduling

Workload scheduling is composed of two functions: resource allocation and resource
mapping. The objective of resource allocation is to assign appropriate resources to the
suitable workloads on time, so that applications can utilize the resources effectively
[Kailasam et al. 2010]. Resource mapping is a process of workloads with appropriate
resources based on the QoS requirements specified by users in terms of SLAs to mini-
mize the cost and execution time and maximize the profit. As shown in Figure 12, the
components of workload scheduling are (1) architecture, (2) objective, (3) decision, and
(4) integration.

6.2.1. Architecture. For performance, autonomy, and scalability of the autonomic sys-
tem, scheduling architecture is an important component [Buyya et al. 2012]. Basically,
there are three types of scheduling architecture in the cloud: hierarchical, centralized,
and decentralized [Mastelic et al. 2014]. In the centralized architecture of scheduling,
the central controller makes all the decisions for all the tasks and subtasks. The sched-
uler processes the user request and maps appropriate resource(s) with the workload
for execution, but scalability is not provided in this architecture to both resources and
workloads. In the hierarchical architecture, there are different levels of schedulers,
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that is, higher- and lower-level schedulers. The higher-level scheduler is a central
controller that controls all the lower-level schedulers and reduces the complexity of
execution by assigning lower-level schedulers to every small task. This type of archi-
tecture schedules resources based on different scheduling techniques, but in the case of
a failure in central control, the whole computing system will fail [Abdul-Rahman et al.
2011]. In case of decentralized architecture of scheduling, resources are assigned to the
workloads based on their individual requirements through the property of scalability.
But this approach is only suitable for homogenous workloads and resources [Gergin
et al. 2014].

6.2.2. Objective. The scheduler performs matchmaking (mapping of workloads to avail-
able resources) after submission of workloads by users and determines its possibility
(whether the task can be provisioned on resources based on QoS requirements or not).
The scheduler sends requests to the resource provider for scheduling. The scheduler
releases extra resources from the resource pool based on the performance required
[Saripalli et al. 2011]. The scheduler also contains information about the resources for
submitting workloads and monitors the desired performance that will cause the sys-
tem to either acquire or release resources (load balancing). To map the user workload
to a corresponding cloud resource is a challenging task based on QoS requirements.
Considering many QoS requirements is a necessary task for efficient resource schedul-
ing in the cloud. The main objective of the scheduler is to schedule the workloads or
tasks on available resources after mapping with minimum cost and time and maximum
resource utilization (optimizing).

6.2.3. Decision. Different scheduling algorithms are used in the cloud to map the tasks
to resources based on the QoS requirements specified by the user. Scheduling in cloud
computing is of two types: static and dynamic. Matchmaking of the user workload to
a particular resource based on user requirements is called static resource scheduling,
and based on provisioning of resources, the mapping and execution of user workloads
can be done, which is called dynamic resource scheduling. Dynamic scheduling maps
the resources at runtime, which provides scalability and improves the performance by
reducing wastage of resources [Mazzucco 2010].

6.2.4. Integration. The Scheduler provides the function of integration of different ex-
ecution units to give the final result of execution [Mehrotra et al. 2014]. The broker
is used to track the status of execution to check whether the number of resources is
sufficient for the task or more are required. Based on the principles of SOA (Service-
Oriented Architecture), different numbers of schedulers are used to execute different
individual tasks. After successful execution of all the tasks, the broker combines the
result of every scheduler to generate the final output of execution. Integration can be
separate or combined.

6.3. Allocation

The process of resource allocation is controlled by a centralized agent called the Cloud
Resource Manager (CRM). The CRM manages all the cloud workloads and resources
and maps the resources and workloads efficiently. There are different entities and inter-
faces associated with the CRM. The scaling listener is used to map the workloads with
appropriate resources based on QoS requirements described by users [Singh and Chana
2015d]. Generally, in resource allocation, cloud consumers submit workloads along
with their QoS requirements to the cloud provider for execution. After submission,
the cloud provider wants to execute workloads with minimum time, while cloud con-
sumers want to execute with minimum execution cost. Based on QoS requirements and
these constraints, the resources are provisioned from a set of resources {r1, r2, r3, . . . , rn}
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Fig. 13. Taxonomy based on allocation.

for users’ workloads {w1, w2, w3, . . . , wm} with maximum resource utilization and cus-
tomer satisfaction. Resource allocation based on workflow consists of mapping of every
cloud workload to a suitable resource and permitting workloads to fulfill a partic-
ular benchmark or performance standard. Workflow-based resource scheduling de-
termines resources and executes workloads on appropriate resources [Khargharia
et al. 2008]. Efficient scheduling of workflow can improve the performance by
allocation of appropriate resources. To maximize the revenue and improve user sat-
isfaction, an effective allocation of resources is desired in the cloud environment. As
shown in Figure 13, components of resource allocation are (1) decision criteria, (2)
coordination mechanism, and (3) Intercommunication Protocol.

6.3.1. Decision Criteria. Decisions are made in computing systems through the inter-
action of autonomic components for scheduling and mapping allocation of resources
[Nallur et al. 2009]. There are two types of decisions in autonomic cloud computing: mu-
tual and independent. In the independent decisions scheme, every scheduler schedules
the resources and executes them independently after submission of tasks in an auto-
nomic computing system without taking care of the resource utilization status. In the
mutual decisions scheme, all the tasks are executed based on the mutual coordination
among different types of schedulers (low-level scheduler and high-level scheduler). This
type of decision-making scheme reduces resource contention [Caton and Rana 2012].

6.3.2. Coordination Mechanism. For successful execution of resources, there is a need for
robust coordination among distributed and dynamic entities. In the cloud, there are
two types of coordination: group based and market based. In group-based coordination,
groups are formed based on the similar requirements of different cloud users and
resources are shared among those groups. Cloud providers also provide resources at
the group level to fulfill user requirements, and the group-based approach provides
better performance and customer satisfaction along with fault tolerance. SLA is used to
make a written agreement between different groups. In the market-based mechanism,
the concept of negotiation is used to provide resources to different cloud users through
negotiated SLAs [Maggio et al. 2012]. Interested economic entities interact with each
other through a virtual environment for selling and buying computing resources [Caton
et al. 2013; Wu et al. 2013].

6.3.3. Intercommunication Protocol. In the cloud, two types of protocol are used for co-
ordination among autonomic components: one to many and one to one. In one to one,
one consumer is interacting with one provider based on a negotiated SLA, but in one
to many, one cloud provider provides service to more than one cloud user and this
consumes large network bandwidth [Casalicchio and Silvestri 2013].

ACM Computing Surveys, Vol. 48, No. 3, Article 42, Publication date: December 2015.



42:22 S. Singh and I. Chana

Fig. 14. Taxonomy based on monitoring.

6.4. Monitoring

Performance optimization can be best achieved by efficiently monitoring the utilization
of computing resources. So, we need a comprehensive intelligent monitoring agent to
analyze the performances of computing resources. A monitoring system is used to
depict resource and memory utilization. Monitoring collects information about the
cloud environment (load on processor, resource utilization, task execution, and status
of active resources) [Sanaei et al. 2014]. Sensor-gathered information and required
changes will be implemented through effectors after analysis. As shown in Figure 14,
monitoring in the cloud consists of four levels: (1) execution, (2) status, (3) service, and
(4) resource usage.

6.4.1. Execution. To avoid unexpected failures, the scheduler monitors the status of
execution (started, queued, completed, resumed, failed) after submission of the task
or workload in the cloud system [Jamshidi et al. 2014]. In the cloud, execution moni-
toring is of two types: passive and active. In active monitoring, the monitoring agent
continually checks the execution of current workloads or tasks and modifies the ex-
ecution procedure based on information coming from other schedulers [Paton et al.
2009]. Schedulers in this type of monitoring will send a beat automatically after a fixed
time to the client about the status of execution and also inform when resources are
free for other execution after successful completion of the current execution. In passive
monitoring of execution, the local monitoring agent is used to monitor the status of
execution to check whether the workload or application is executing according to QoS
requirements specified by users in SLAs [Anithakumari and Sekaran 2014].

6.4.2. Status. An Autonomic Element (AE) is used to monitor the performance of
the system to check the resource utilization, memory utilization, and network usage
through the use of monitoring tools. AEs also monitor the parameters (SLA deviation,
resource uptime) specified to check the performance of the system in order to avoid SLA
violations. In case of SLA violations, the AE takes the required steps for the prevention
of SLA violations [Singh and Chana 2012].

6.4.3. Service. Service monitoring collects the information about free resources and
their status of resource utilization and processor load [Singh and Chana 2015a]. A
service monitoring agent is used to monitor the status of execution to check whether
the workload or application is executing according to QoS requirements specified by
users in SLAs. Cloud providers’ SLAs will give an indication of how much actual SLA
deviation of service the provider views as feasible, and to what amount it is agreeable
to require its own financial resources to compensate for unexpected outages. In the
cloud, there are two types of service: centralized and decentralized [Mayer et al. 2015].
A centralized repository is used to store the monitored data in centralized service, but
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Fig. 15. Taxonomy based on self-management.

this type of service is not scaling with an increase in the number of resource providers
and users. But in the case of decentralized service, load is balanced and fault tolerance
is provided efficiently [Etchevers et al. 2011].

6.4.4. Resource Usage. The resource monitoring system collects the resource usage by
measuring through-performance metrics such as resource and memory utilization to
avoid underloading and overloading of resources. The cloud provider needs to retain an
adequate number of resources to deliver continuous service to cloud consumers during
peak load [Gill 2015]. Monitoring of resource usage is used to take care of important
QoS requirements like security, availability, performance, and so forth during workload
execution. There are two main aspects of monitoring of resource usage: (1) consumers
want to execute their workload at minimum cost and minimum time without violation
of SLAs, and (2) providers want to execute the workload with a minimum number of
resources. For this, monitoring of resource usage is a vital part of resource management
to measure the SLA deviation, QoS requirements, and resource usage. Monitoring of
resource usage can be referred to as monitoring the performances of both physical and
virtual infrastructure [Makris et al. 2013].

6.5. Self-Management

Self-management in cloud computing has four properties: (1) self-healing, (2) self-
configuring, (3) self-protecting, and (4) self-optimization, as shown in Figure 15. To
implement all the properties of self-management together is a difficult task, and based
on the requirements and goals of an autonomic system, some of the properties can be
considered.

6.5.1. Self-Healing. In cloud computing, self-healing is the capability of a system to
identify, analyze, and recover from unfortunate faults automatically. This property of
self-management improves performance through fault tolerance by reducing or avoid-
ing the impact of failures on execution [Didona et al. 2014]. Failures can occur in the
cloud for the following reasons: (1) unexpected changes in the configuration of the
execution environment, (2) unavailability of resources, (3) overloading of resources,
(4) shortage of memory, and (5) network failures. Autonomic systems use techniques
(check-pointing, failure forecasting, and replication) to handle these failures. The check-
pointing technique is used to transfer the failed workload or tasks to the other available
resources to start the execution from the point of failure. The failure forecasting tech-
nique can be used to predict the requirement of resources in the future in order to avoid
failure of execution. In the replication technique, workload is executed on more than
one resource to increase the chances of successful execution [Maurer et al. 2012].

6.5.2. Self-Configuring. In cloud computing, self-configuring is the capability of a sys-
tem to adapt to changes in the environment [Niehörster and Brinkmann 2011].
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Fig. 16. Taxonomy based on QoS parameters.

Self-configuring in autonomic systems consists of the installation of missed or outdated
components based on an alert generated by the system without human intervention.
Some components may be reinstalled in changing conditions [Etchevers et al. 2011].

6.5.3. Self-optimizing. In cloud computing, self-optimizing is the capability of a system
to improve the performance. Dynamic scheduling techniques are using in the cloud to
map the tasks or workloads on appropriate resources [Beloglazov et al. 2012]. Dynamic
scheduling continually checks the status of execution and improves the system per-
formance based on the feedback given by the autonomic element. For data-intensive
applications, adaptive scheduling is used, which can be easily adapted in changed
environments [Grozev and Buyya 2014; Xiao and Boutaba 2005].

6.5.4. Self-protecting. In cloud computing, self-protecting is the capability of a system
to protect against intrusions and threats. To maintain the security and integrity of a
system, it is required to detect and protect the autonomic system from malicious attack
[Mencagli et al. 2014]. To achieve this property of self-management, secure scheduling
policies should be provided on both sides (provider side and user side). Security policies
should be required in which the system should be shut down before a strong attack
happens [Qu et al. 2010]. In the trust management system approach, malicious attack-
ers can be detected through behavioral auditing. In the intrusion detection technique,
attacks are continually monitored and analyzed by the system to avoid future attacks
[Vieira et al. 2014; Maximilien and Singh 2004].

6.6. QoS Parameters

Cloud-based systems consider different QoS parameters to design a successful system
[Casalicchio et al. 2013]. From the literature, we identified eight types of QoS parame-
ters (scalability, availability, reliability, security, cost, time, energy, SLA violation and
resource utilization) used in autonomic cloud computing [Simonin et al. 2013; Chihi
et al. 2013; Pietro et al. 2013; Addis et al. 2010; Ayadi et al. 2013] systems, as shown
in Figure 16.

Scalability is the capability of a computing system to maintain the performance while
increasing the number of users or resource usage in order to fulfill the requirements
of users. The system should be able to produce the correct results when the load is
increased. Availability is the ability of a system to ensure the data is available with
the desired level of performance in normal as well as in fatal situations excluding
scheduled downtime. Reliability is the capability of a system to perform consistently
according to its predefined objectives. Security is the ability to protect the data stored
on the cloud by using data encryption and passwords. Energy is the amount of energy
consumed by a resource to finish the execution of the workload. Execution time is the
time required to execute the workload completely. Cost is the amount of cost that can be
spent in one hour for the execution of workload. Resource utilization is a ratio of actual
time spent by the resource to execute the workload to the total uptime of the resource
for a single resource. SLA violation is the possibility of defilement of the Service-Level
Agreement.
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Table VII. Summary of QoS-Aware Autonomic Resource Management Techniques

Technique Description Author Organization
CBR Case-Based Reasoning Maurer et al.

[2013]
University of Manchester, UK

ASP Application Service
Provider

Cardellini
et al. [2011]

University of Roma, Italy

COCCUS self-COngured,
Cost-based Cloud qUery

Services

Konstantinou
et al. [2013]

University in Athens, Greece

CAS Cloud Auto Scaling Mao et al.
[2010]

University of Virginia, USA

AWM Autonomic Workload
Manager

Sah et al.
[2014]

Pokhra University, Nepal

AMF Autonomic Management
Framework

Khargharia
et al. [2008]

University of Arizona, USA

SH-SLA Self-Healing SLA Mosallanejad
et al. [2014]

Universiti Putra Malaysia, Malaysia

ARAS-M Autonomic Resource
Allocation Strategy based

on Market Mechanism

You et al.
[2011]

Hangzhou Dianzi University, China

BN-DSS Bayesian Network-based
Decision Support System

Bashar [2013] Prince Mohammad Bin Fahd
University, Saudi Arabia

SNOOZE Self-Organizing and
Healing

Feller et al.
[2012]

INRIA Rennes - Bretagne
Atlantique, France

DeSVi Detecting SLA Violation
infrastructure

Emeakaroha
et al. [2012]

Vienna University of Technology,
Vienna, Austria

AFTRC Adaptive Fault Tolerance
in Real-time Cloud

Malik et al.
[2011]

INRIA - Sophia Antipolis, France

CoTuner Coordinated
Self-Configuration of

Virtual Machines

Bu et al. [2013] Wayne State University, USA

AROMA Automated Resource
allocation and

cOnfiguration of
MApReduce

Lama and
Zhou [2012]

University of Colorado, USA

HTC High-Throughput Cluster
computing system

Kijsipongse
and Vannarat

[2010]

National Electronics and Computer
Technology Center, Bangkok,
Thailand

SHAPE Self-Healing And
self-Protection
Environment

Singh and
Singh [2014]

Thapar University, India

7. QoS-AWARE AUTONOMIC RESOURCE MANAGEMENT TECHNIQUES IN THE CLOUD

In this section, a survey on selected QoS-aware autonomic resource management tech-
niques is conducted and taxonomy (as discussed in the previous section in Figure 10)
is mapped to the key characteristics of autonomic resource management techniques
to find the gaps in existing research. A summary of selected QoS-aware autonomic re-
source management techniques is presented in Table VII. A comparison of techniques
and their classification based on taxonomy is described in Tables VIII through XIII.

The Case-Based Reasoning (CBR) technique [Maurer et al. 2013] uses human-based
interaction to make an agreement between users and providers called an SLA for
successful execution of workloads by considering resource utilization and scalability
as QoS requirements. In this system, various elastic levels are defined, and a control
loop is used to enable autonomic computing in the virtual environment. A knowledge
base is used to store the rules used in decision making after monitoring of data (real
and synthetic workloads) for resource configuration. This system executes in four steps:
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Table VIII. Taxonomy Based on Design of Application

Technique
Type of

Application
Domain of
Application

Application
Presentation I/O Requirement

CBR Workload Scientific Language
Based

Large

ASP Workflow Business Tool Based Small
COCCUS Workload Scientific Language

Based
Small

CAS Workload Scientific Tool Based Small
AWM Workload Business Tool Based Small
AMF Workload Business Language

Based
Large

SH-SLA Workflow Scientific Language
Based

Small

ARAS-M Workload Scientific Tool Based Large
BN-DSS Workload Business Tool Based Small
SNOOZE Workload Scientific Tool Based Small

DeSVi Workflow Scientific/
Business

Language
Based

Large

AFTRC Workflow Scientific Language
Based

Small

CoTuner Workload Scientific/
Business

Tool Based Large

AROMA Workflow Scientific Tool Based Small
HTC Workload Business Language

Based
Small

SHAPE Workload Scientific Tool Based Large

Table IX. Taxonomy Based on Workload Scheduling

Technique Architecture Objective Decision Integration
CBR Hierarchical Optimizing Dynamic Combine
ASP Centralized Optimizing Static Separate

COCCUS Centralized Load Balancing Static Separate
CAS Decentralized Optimizing/Load Balancing Dynamic Combine
AWM Centralized Load Balancing Dynamic Combine
AMF Hierarchical Optimizing Static Combine

SH-SLA Hierarchical Load Balancing Dynamic/Static Separate
ARAS-M Centralized Optimizing Static Separate
BN-DSS Decentralized Optimizing Dynamic Combine
SNOOZE Hierarchical Optimizing/Load Balancing Dynamic Combine

DeSVi Decentralized Optimizing/Load Balancing Static Separate
AFTRC Centralized Load Balancing Static Combine
CoTuner Centralized Optimizing Dynamic/Static Combine
AROMA Decentralized Load Balancing Dynamic Separate

HTC Centralized Optimizing Dynamic Combine
SHAPE Centralized Optimizing Dynamic Combine

(1) retrieve the most similar case, (2) solve the problem through a similar case, (3) revise
the solution, and (4) store the key features of the solution in knowledge database for
future use. SLA violations and resource utilization are improved in this autonomic
system. Application Service Provider (ASP) [Cardellini et al. 2011] uses WSDL (Web
Service Description Language) and Web Interface (HTTP) to design proactive and
reactive heuristic policies to get an optimal solution. All the important QoS parameters
are mentioned in the SLA document. In this autonomic system, performance history
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Table X. Taxonomy Based on Allocation

Technique Agreement Allocation Mechanism Intercommunication Protocol
CBR Independent Group Based One to One/One to Many
ASP Independent Group Based One to One

COCCUS Independent Group Based One to Many
CAS Mutual Market Based One to Many
AWM Independent Market Based One to One
AMF Mutual Market Based One to One/One to Many

SH-SLA Mutual Group Based One to One
ARAS-M Independent Market Based One to Many
BN-DSS Independent Group Based One to One
SNOOZE Independent Group Based One to One/One to Many

DeSVi Mutual Group Based One to Many
AFTRC Mutual Group Based One to One
CoTuner Independent Group Based One to Many
AROMA Mutual Group Based One to One

HTC Independent Market Based One to One
SHAPE Independent Group Based One to Many

Table XI. Taxonomy Based on Monitoring

Technique Execution Status Service Resource Usage
CBR Active System Performance/

Performance Parameters
Centralized Underloading/

Overloading
ASP Passive System Performance Centralized Underloading
COCCUS Passive System Performance/

Performance Parameters
Centralized Underloading

CAS Active System Performance Decentralized Underloading/
Overloading

AWM Passive System Performance/
Performance Parameters

Centralized Overloading

AMF Passive System Performance Decentralized Overloading
SH-SLA Active System Performance Centralized Underloading/

Overloading
ARAS-M Passive Performance Parameters Centralized Underloading
BN-DSS Active System Performance/

Performance Parameters
Decentralized Underloading

SNOOZE Passive Performance Parameters Centralized Underloading/
Overloading

DeSVi Passive Performance Parameters Decentralized Overloading
AFTRC Active Performance Parameters Centralized Overloading
CoTuner Active System Performance/

Performance Parameters
Centralized Overloading

AROMA Active Performance Parameters Decentralized Underloading
HTC Passive System Performance Centralized Underloading
SHAPE Active Performance Parameters Centralized Underloading/

Overloading

is used to resolve the alerts generated at runtime due to some QoS parameters. ASP
provides the feature of load balancing and VM allocation at runtime through the use
of a fully controlled autonomic loop. In this system, lease cost and SLA violations are
reduced.

The Self-COngured, Cost-based Cloud qUery Services (COCCUS) technique
[Konstantinou et al. 2013] uses a centralized architecture to provide the query-based
facility in which users can ask queries regarding scheduling policies, priorities, and
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Table XII. Taxonomy Based on Self-Management

Technique Self-Healing Self-Configuration Self-Optimization Self-Protecting
CBR Fault Prediction Auto-configuration/

Reinstallation
Adaptive

Scheduling
Scheduling Policy

ASP NA Auto-configuration Adaptive
Scheduling

NA

COCCUS Check-Pointing Auto-configuration/
Reinstallation

Dynamic
Scheduling

NA

CAS NA Auto-configuration Dynamic
Scheduling

Trust Management

AWM Fault Prediction Auto-configuration Adaptive
Scheduling

Scheduling Policy

AMF NA Auto-configuration/
Reinstallation

Adaptive
Scheduling/

Dynamic
Scheduling

NA

SH-SLA Fault Prediction NA Dynamic
Scheduling

NA

ARAS-M NA NA Adaptive
Scheduling/

Dynamic
Scheduling

NA

BN-DSS Fault Prediction Auto-configuration Adaptive
Scheduling

NA

SNOOZE Fault Prediction/
Check-Pointing

Auto-configuration/
Reinstallation

Dynamic
Scheduling

Trust Management

DeSVi NA Auto-configuration/
Reinstallation

Adaptive
Scheduling

NA

AFTRC Fault Prediction/
Check-Pointing

NA Dynamic
Scheduling

NA

CoTuner NA Auto-configuration Dynamic
Scheduling

NA

AROMA NA Auto-configuration Adaptive
Scheduling

Scheduling Policy

HTC Fault Prediction Auto-configuration/
Reinstallation

Adaptive
Scheduling/

Dynamic
Scheduling

Scheduling Policy

SHAPE Fault Prediction NA Dynamic
Scheduling

Intrusion Detection

budget information. Cloud DBMS is used to store the information about the schedul-
ing policies and user queries for further use. The main objectives of COCCUS are to
(1) get and execute the user queries, (2) store the queries in the data structure, and
(3) minimize the maintenance cost of query execution. The Cloud Auto Scaling (CAS)
technique [Mao et al. 2010] schedules activities of VM instance startup and shutdown
automatically to improve the performance. CAS enables users to finish the execution
of workloads or tasks within their deadline with minimum cost. The Windows Azure
Platform is used to implement this autonomic system. CAS contains four components:
history repository, performance monitor, VM manager, and auto-scaling decider. The
performance monitor checks the processing time, execution time, and arrival time
of the workload. The history repository is used to store particular information about
the workload. The VM manager maintains a relation between cloud providers and
the auto-scaling mechanism and executes a plan of the auto-scaling decider to finish
the execution of workloads [Singh and Chana 2013c]. The Autonomic Workload Man-
ager (AWM) technique [Sah et al. 2014] uses DPSMS (Distributed Provisioning and
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Table XIII. Taxonomy Based on QoS Parameters

Resource SLA
Technique Scalability Availability Reliability Security Cost Time Energy Utilization Violation

CBR
√ √ √ √ √ √

ASP
√ √

COCCUS
√ √

CAS
√ √ √ √

AWM
√ √ √ √

AMF
√ √

SH-SLA
√ √ √ √

ARAS-M
√

BN-DSS
√ √

SNOOZE
√ √ √ √ √

DeSVi
√ √ √

AFTRC
√ √

CoTuner
√

AROMA
√ √ √ √

HTC
√ √

SHAPE
√ √ √ √ √ √

Scaling Decision Making System) to distribute the workloads on resources based on
their common QoS characteristics. AWM divides resources into two categories: coarse-
grained and fine-grained resources. AVM allocates the resources based on minimum
response time and high throughput. This autonomic system executes in three steps:
(1) allocate resources to workloads, (2) minimize execution time, and (3) check execution
status (if it executes within time and budget, then it continues execution; otherwise,
provide more resources). The Autonomic Management Framework (AMF) [Khargharia
et al. 2008] uses an autonomic mechanism of performance and power management
theoretically. This system consists of three modules: managed system, component in-
terface, and autonomic manager. In the managed system module, AMF continually
monitors, analyzes, and executes the adequate actions to maintain the appropriate
level of performance. This component interface defines procedures to measure perfor-
mance at runtime and includes the operation port, control port, function port, and
configuration port. The autonomic manager executes all the workloads on adequate
resources with minimum execution time and cost.

The Self-Healing SLA (SH-SLA) technique [Mosallanejad et al. 2014] is an auto-
nomic system designed to enable hierarchical self-healing that monitors the SLA SLA
violations and takes necessary steps to prevent SLA violations. SLAs with similar
agreements will interact with each other to notify the status of execution [Singh and
Chana 2013c]. SLA-SH consists of four steps: (1) specify SLA, (2) negotiate based on
SLA, (3) monitor the SLA, and 4) react according to SLA deviation. The Autonomic Re-
source Allocation Strategy based on Market Mechanism (ARAS-M) technique [You et al.
2011] uses a market-based mechanism to allocate the resources to workloads based on
QoS requirements specified by users. In this autonomic system, the Genetic Algorithm
(GA) is used to attain an equilibrium state by adjusting the price automatically. This
system fulfills the demand of every workload along with QoS requirements.

The Bayesian Network-based Decision Support System (BN-DSS) [Bashar 2013] pro-
vides autonomic scaling of utility computing resources. The BN-DSS system studies
the historical behavior of the autonomic system and predicts the performance, applica-
bility, and feasibility based on this historical data and negotiates the SLA [Leite et al.
2014]. Structural learning is used to study the behavior of the system.
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The Self-Organizing and Healing (SNOOZE) technique [Feller et al. 2012] uses hi-
erarchical architecture to allocate the resources for the workloads in the virtual envi-
ronment. SNOOZE works in three layers: physical layer, hierarchical layer, and client
layer. The local controller is used to control the nodes and machines are structured
in clusters in the physical layer, group leaders and group managers are used in the
hierarchical layer for clustering of fault-tolerant components, and the user interface is
provided through the client layer. The design of SNOOZE is very simple and scalability
is achieved.

The Detecting SLA Violation infrastructure (DeSVi) technique [Emeakaroha et al.
2012] uses a resource monitoring mechanism to prevent the violation of SLAs. DeSVi
allocates the resources of the workloads in the virtual environment, and resources are
monitored by mapping user-defined SLAs with low-level resource metrics. Service-level
objectives have been defined to detect the violation in SLAs and resource utilization.
DeSVi executes transactional web applications and image rendering applications that
contain heterogeneous workloads and monitors consumption of resources. The Adap-
tive Fault Tolerance in Real time Cloud (AFRTC) [Malik et al. 2011] system is used
to detect the faults, provide fault tolerance, and calculate the reliability of nodes to
make decisions. Reliability of nodes in the virtual environment is changing adaptively
[Singh and Chana 2013b]. A node is reliable if a virtual node produces results within
a specified deadline; otherwise, the node is not reliable. The node will be removed
if it fails continually and a new node will be added. AFRTC uses backward recov-
ery if any node does not achieve the required level of reliability [Carpen-Amarie 2011].
The Coordinated Self-Configuration of Virtual Machines (CoTuner) technique [Bu et al.
2013] uses a model-free hybrid reinforcement learning technique to enable coordination
among applications and virtual resources. CoTuner works based on knowledge-guided
exploration policies to design a methodology for autonomic configuration of resources
in case of fluctuation of workloads. Coordinated auto-configuration is achieved by using
a simplex-based space reduction technique.

The Automated Resource allocation and cOnfiguration of MApReduce (AROMA) tech-
nique [Lama and Zhou 2012] allocates resources to workloads based on QoS require-
ments specified by cloud users. AROMA enables configuration of jobs of Hadoop auto-
matically to compare the value of resource utilization with already executed workloads.
Machine-learning techniques are used to make the provisioning decisions to reduce
execution time. The High-Throughput Cluster (HTC) computing system [Kijsipongse
and Vannarat 2010] is an extension of rocks clusters to extend the local cluster to re-
mote resources of the cloud transparently and securely. HTC works based on dynamic
provisioning mechanisms, that is, the job scheduling policy in which the database is
updated regularly when a new node is added or removed. Updated information will be
distributed to all other nodes for the purpose of synchronization. The Self-Healing And
self-Protection Environment (SHAPE) technique [Singh and Singh 2014] is an auto-
nomic system to recover from various faults (hardware, software, and network faults)
and protect from security attacks (DDoS, R2L, U2L, and probing attacks). SHAPE is
based on component-based architecture, in which new components can be added or re-
moved easily. Open-source technologies are used to implement this autonomic system.
A comparison of QoS-aware autonomic resource management techniques is presented
in Table XIV.

8. QOS-AWARE AUTONOMIC RESOURCE MANAGEMENT IN THE CLOUD:
A PERSPECTIVE MODEL

The ability to improve allocation of resources and utilization of resources to fulfill the
QoS requirements of cloud users is called self-management. Important aspects like
workload management and resource utilization are mandatory to consider for such a
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Table XIV. Comparison of QoS-Aware Autonomic Resource Management Techniques

Technique Objective Function Merits Demerits
CBR Reduce execution time and

cost
CPU time and SLA

violations are reduced
Unable to handle large

problems
ASP Improves negotiation time

for SLAs
Reduce SLA violations and

lease cost
Decision delay

COCCUS Reduce maintenance cost Cost reduced Unable to handle multiple
workflows and problem of

starvation
CAS Optimize resource utilization

and cost
Average CPU time and cost

reduced
Not suitable for

network-intensive
applications

AWM Reduce monetary cost Makespan reduced Does not considered penalty
cost and compensation

AMF Reduce job’s execution time Execution time and network
traffic reduced

Lack of stabilized API

SH-SLA Reduce SLA deviation SLA violations reduced Does not consider
heterogeneous workloads

ARAS-M Reduce energy consumption Resource uptime reduced Failure prediction not
measured accurately

BN-DSS Improves resource
utilization

Resource contention reduced Starvation

SNOOZE Improves computational
capacity

Time, scalability, and cost
improved

Only single provider
considered

DeSVi Reduce resource
consumption

Resource contention reduced SLA violations, does not
consider penalty cost and

compensation
AFTRC Improve resource utilization Energy consumption reduced Avg. decision time larger
CoTuner Reduce power consumption No. of deadlines missed,

execution time, and cost
reduced

For workloads, sensitivity of
weight calculation not

considered
AROMA Improve resource utilization

and execution time
Execution time reduced SLA violation

HTC Reduce power consumption Energy consumption and
execution time reduced

Cost is larger

SHAPE Improve security, execution,
time and cost

Time and cost reduced and
availability, reliability, and

security improved

Self-optimization and
self-configuration not

considered

characteristic. The utility function is mostly used for self-management of resources
[Melendez et al. 2013; You et al. 2013; Xu et al. 2014]. Automatic management of the
performance of a system is a complex issue due to unpredictability of resources. The
main research issues in this context are as follows [Singh and Chana 2015c, 2015d]:

a) No service provider provides all the cloud services required to implement autonomic
service management.

b) Except AWS (Amazon Web Services), no service provider provides integrated auto-
nomic services, but AWS provides service with a low degree of customization.

IaaS (Infrastructure as a Service)-based AWS (Amazon Web Service) currently de-
livers cloud-based integrated autonomic services to cloud users [Amazon Web Services
2013; Jackson et al. 2010; Madduri et al. 2013; Iqbal et al. 2014]. Users interact with
the Amazon cloud through the Internet from any geographical location, as shown in
Figure 17. On the provider side, Amazon uses Web Server, Elastic Compute Cloud
(EC2) Instance Web Server, Amazon Simple Queue Service (SQS), Simple Database,
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Fig. 17. Cloud-based integrated autonomic AWS.

Fig. 18. Use case of autonomic AWS.

and Amazon S3 (Simple Storage Service) to provide service in a managed and effective
manner to cloud users.

AWS provides integrated autonomic services to the different cloud users but with a
very low degree of customization, as shown in Figure 18. Figure 18 shows that there
are two different AWS accounts in which five users are using services provided by
AWS with different rights. Three types of user groups using the AWS are (1) the ad-
ministrator (who is mainly responsible for creating, delivering, maintaining, ensuring,
and removing service), (2) the power user (who has fewer rights as compared to the
administrator and is mainly responsible for delivering, maintaining, and ensuring ser-
vice), and (3) the end-user or third party (who can only use the service).
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The degree of customization of AWS decreases from the administrator to the end-
user. Due to less customization at the end-user level, AWS is not very effective and
has difficulty fulfilling the QoS requirements as described by users in the SLA. Thus,
there is a need to automatically manage QoS requirements of cloud users, thus helping
the cloud providers in achieving the SLAs and avoiding SLA violations. To resolve this
problem, there is need for a QoS-aware autonomic resource management technique
that uses the best hardware and software configurations to optimize both QoS targets:
user centric (budget and execution time) and resource centric (reliability, availability,
and utilization).

The following advantages can be achieved in the future:

• By providing a GUI-based web service by AWS, users can easily specify their service
requirements, so AWS will be easy to use.

• By delivering service with a high degree of customization, users can create their ser-
vice specifications by selecting the database, web application platform, programming
language, operating system, and other services according to their requirements, so
AWS will more flexible.

• To make AWS much more effective, users have to pay only for using resources like
storage, compute power, and so forth for a required time without a long-term contract.

• By incorporating a virtual backbone (global computing infrastructure), AWS will
become reliable.

• Scalability of service can be improved by using AWS tools (elastic load balancing
and auto-scaling) in which applications can be easily scaled down or up based on
requirements.

• AWS will become secure by using an E2E approach including software, operational,
and physical measures.

To resolve the aforementioned issues of autonomic cloud computing, there is a need
for a QoS-aware autonomic resource management mechanism. QoS-aware autonomic
management is done on two levels: global and local, as shown in Figure 19. On the
global level, cloud consumers interact with the system to submit their workload or
application for execution along with QoS requirements pertaining to the SLA. The
task of execution of the workload or application is divided into subtasks or small levels
called local levels. The actual execution of the workload or application is performed on
the local level after verification of availability of resources. The knowledge pool is used
to store the predefined rules defined by the system administrator, and the rules will be
updated from time to time based on new polices of resource allocation.

QoS is the ability to assume a desired level of performance based on the QoS require-
ments described by consumers. The SLA is an authorized document that specifies QoS
requirements stated by cloud consumers in written form [Singh and Chana 2015a].
QoS-aware autonomic resource management is based on the architecture of autonomic
systems defined in Figure 2, in which the AE is an agent that accepts the input and
produces final results based on QoS parameters defined in the SLA. It contains four
phases (Monitor, Analyze, Plan, and Execute) of the autonomic system as discussed
in Section 3.1. QoS-aware autonomic resource management systems are composed of
AEs and an AM. The AM is an intelligent agent that interacts with the environment
through manageability interfaces (Sensors and Effectors) and takes actions according
to the input received from sensors and rules defined in the knowledge base in low-level
language. Sensors perform two functions: resource discovery and resource monitoring
[Singh and Chana 2015b]. The AM is configured by the administrator based on alerts
and actions in high-level language.

Resource discovery is able to find adequate (with minimum cost and execution
time) resources for the workload or application based on QoS requirements through
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Fig. 19. QoS-aware autonomic resource management in the cloud.

Composition. Composition is able to determine the best resource/workload pair for ex-
ecution. The resource monitor is able to monitor that the conditions are being fulfilled
as specified in the policy and ensures that all the resources are provided. All the inputs
received from monitors will be analyzed and action will be taken according to the alert
generated by the QoS monitor.

The QoS monitor is used to verify whether all the QoS attributes defined in the
SLA are fulfilled or not by using Adaptation. If they are not fulfilled, then the QoS
monitor will generate an alert to provide more resources to fulfill the current demand
of the application. The adaptation function is able to maintain effective execution in
case of an abrupt change in QoS conditions. Based on QoS requirements and the policy
of the system, resources are provisioned to the workload or application and Resource
Provisioning information will be sent to users for verification [Singh and Chana 2015c].
After successful verification by users, the AE allocates resources to workload(s) for
Resource Scheduling [Singh and Chana 2015d]. The executor performs the final step
of resource execution and completes the execution within a specified deadline, and the
system will be continuing for other workloads or applications.
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9. FUTURE RESEARCH DIRECTIONS IN QOS-AWARE AUTONOMIC CLOUD COMPUTING

Though a lot of progress has been achieved and scalable computing infrastructures are
easily implemented by cloud computing on pay-per-use basis, still there are many issues
and challenges in this field that need to be addressed. The following research directions
have been identified from the existing literature [Mosallanejad et al. 2014; Malik et al.
2011; Maurer et al. 2013; You et al. 2011; Lama and Zhou 2012; Khargharia et al.
2008; Kijsipongse and Vannarat 2010; Bashar 2013; Mao et al. 2010; Konstantinou
et al. 2013; Bu et al. 2013; Sah et al. 2014; Cardellini et al. 2011; Singh and Singh
2014; Feller et al. 2012; Emeakaroha et al. 2012; Viswanathan et al. 2011; Hossny
et al. 2012] of QoS-aware autonomic cloud computing:

a) Service-Level Agreements: There is a need for autonomic cloud infrastructures to
fulfill the QoS requirements described by cloud users in terms of SLA and to reduce
interactions between cloud consumers and the computing environment. Therefore,
an effective strategy to detect SLA violations in advance is a research issue that can
avoid performance degradation.

b) Autonomic Resource Provisioning: Self- or autonomic management implies the fact
that the service is able to self-manage as per its environment. An autonomic man-
agement system is required for dynamic resource provisioning to fulfill the QoS
requirements as described by cloud users and to reduce service costs and improve
efficiency of the system. Cloud computing is an effective platform to execute web-
based services on a pay-as-you-go basis, but due to larger variation in user demand,
it is difficult to provision resources effectively.

c) Quality of Service: To fulfill the QoS requirements of cloud services, a required
amount of resources are provisioned by service providers. Based on these QoS re-
quirements, SLAs are designed and SLA violations are detected regularly, which
further decides the penalty or compensation in case of SLA violations. Thus, there is
need to provision an adequate amount of resources dynamically by service providers
to reduce or avoid SLA violations.

d) Resource Scheduling: The challenges of resource scheduling include dispersion, un-
certainty, and heterogeneity of resources that are not resolved with traditional
resource management mechanisms in cloud environments. Thus, there is a need to
make cloud services and cloud-oriented applications efficient by taking care of these
properties in the cloud environment. The aim of resource scheduling is to allocate
appropriate resources at the right time to the right workloads so those applications
can utilize the resources effectively. In other words, the amount of resources should
be minimum for a workload to maintain a desirable level of service quality or maxi-
mize throughput (or minimize workload completion time) of a workload. To address
this problem, new solutions need to be developed.

Open research challenges existing in the field of QoS-aware autonomic cloud com-
puting include the following:

• Due to the large number of user requests in multiple service queues, cloud-based
autonomic systems are lacking in user interactions with the system, and more QoS
parameters like bandwidth, storage, CPU power, and so forth can be added to test
the performance of the system in a better way.

• Autonomic systems consider only functional requirements (input and output) in
SLAs; nonfunctional requirements (QoS) should be written into SLAs for better
agreement and performance. Important QoS requirements in autonomic research
management include scalability, reliability, security, execution time, cost, and avail-
ability.
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• Cloud-based autonomic systems can be extended by adding an optimized query plan
(store queries in data structure and execute based on their priorities decided based
on QoS requirements), which will improve user satisfaction.

• Presently, autonomic computing systems work as single-tier architecture. To achieve
better performance in terms of deadlines, job distribution, availability, and other
important QoS parameters, the cloud auto-scaling architecture should be shifted to
a multitier application environment.

• A tremendous amount of energy is consumed by these data centers, which leads to
high operational costs and contributes toward carbon footprints to the environment.
So, a cloud-based autonomic system can be further extended by adding energy effi-
ciency as a QoS parameter, which will further reduce the impact on the environment.

• The utility of stochastic, predictive, and heuristic approaches in terms of overhead
and runtime complexity can be investigated, which is not discussed in existing cloud-
based autonomic systems.

• Immediate decisions in autonomic systems can be improved by using optimized
data mining or machine-learning techniques. As a result, autonomic systems keep
the computing system stable in unpredictable conditions and adapt quickly in new
environmental conditions like software and hardware failures.

• Cloud-based autonomic systems can be extended by adding heterogeneous resources
in the mechanism of resource allocation by adding more infrastructure providers,
which will be effective to serve more user requests and fulfill user requirements
(QoS).

• Scalability, storage management, and load balancing of autonomic systems can be
improved by using a distributed NoSQL database because these databases have a
high recall rate and precision rate.

• Cloud-based autonomic systems can be extended by using multiple data centers
instead of a single data center to improve scalability and availability, and the knowl-
edge database can be used to track; further, availability of multiple data centers
reduces SLA violations.

• The reliability of autonomic systems can be improved by adding proactive schedulers
and using scheduling decisions based on infrastructure and network characteristics
using rule-based policies in which systems make decision automatically.

• Search time to find an optimal configuration in cloud-based autonomic systems can
be improved through machine-learning techniques. As a result, based on similar QoS
requirements, workload can be clustered and executed on the same set of resources
simultaneously.

• Performance of cloud-based autonomic systems can be improved by adding execution
time and cost-based resource scheduling policies for self-optimization to improve
resource utilization. Reducing cost will be profitable for users, and reducing the
execution time will be beneficial for providers.

• Autonomic systems can be extended by adding component-level testing through repli-
cation and a check-pointing-based approach to improve the reliability of the system.
The check-pointing technique is used to transfer the failed workload or tasks to the
other available resources to start the execution from the point of failure. In the repli-
cation technique, workload is executed on more than one resource to increase the
chances of successful execution.

To overcome these challenges, a resource management technique should be devel-
oped that provisions and schedules the cloud resources as per the user requirements
(QoS). The resource management technique should be self-managing (autonomic) so
as to adapt itself at runtime and would help in mitigating SLA violations and in re-
ducing costs. For example, if the SLA requires auto-scaling and performance, based on
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SLAs, urgent cloud workloads would be placed in priority queue for earlier execution by
allocating the reserve resources automatically. Dynamic scalability needs to be consid-
ered in autonomic techniques to handle situations like overloading and underloading.
Possible future research directions are as follows:

• Further research in the area of autonomic cloud computing based on various QoS
parameters is an open issue.

• The real impact of SLA is still questionable. SLA violations need to be detected
during autonomic resource provisioning and execution in cloud computing.

• It is very difficult to find the most suitable resource for specific workloads for effective
autonomic resource management. For efficient resource management in autonomic
cloud computing, there is a need to find the main reasons for detection of workloads
and resources for better mappings in the future.

• Different QoS parameters have to be reassessed to implement the autonomic resource
management mechanisms for the given QoS parameters.

• Workloads need to be executed automatically so as to be scalable and flexible, and to
avoid overloading and underloading.

• There is also a need to test the QoS-aware resource management on a real cloud
environment. Based on existing research, we found that autonomic management of
resources is an open research issue.

10. DISCUSSION

We reviewed 110 research articles in this research work and presented them in a
systematic and categorized manner. Existing surveys by Buyya et al. [2012] and
Rahman et al. [2011] reflect various research issues. The initial void for future work
has been filled by these surveys in the domain of autonomic computing. This survey
article presents the most recent research work related to autonomic cloud computing
and augments the previous surveys. A systematic technique has been used to develop
an evolution of autonomic cloud computing that identifies Quality of Service (QoS) and
Focus of Study (FoS) parameters in self-management. We explored autonomic cloud
computing in detail and compared the QoS-aware autonomic techniques based on im-
portant aspects of self-management. We recognized the research issues addressed and
open challenges still unresolved in autonomic cloud computing. Furthermore, we have
found key discoveries in autonomic cloud computing that occurred after 2008. In this
research article, the existing research is presented in chronological order in different
sections, which makes it easy for perspective readers and authors to find the latest re-
search done after 2009. Key outcomes of our methodical literature review are discussed
in this section along with weakness and strengths of the evidence.

This methodical analysis has suggestions for prospective research scholars who are
already working in this area and looking for new ideas, and for professional experts
working in cloud-based services providing enterprises who want to use different QoS-
aware autonomic resource management techniques for improving cloud services. Many
open issues are presented for professional experts and prospective researchers. Self-
management is an evolving field of research in the cloud. Existing research authenti-
cates that there is inconsistency between the provider and user as to mapping the work-
load with appropriate resources without violating SLAs. There is a need for a certified
autonomic QoS-based resource scheduling framework to overcome the time-consuming
process of manual mapping of workloads with adequate resource; the research should
be focused on every type of autonomic cloud computing technique based on scheduling
criteria and objective functions. Then, this authenticated framework would help to
build the foundation for further research in the area of autonomic cloud computing,
which can be used in the industry and research.
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For supporting autonomic computing in the cloud environment, the following major
research challenges need to be solved:

• Due to difficulty in predicting the behavior (in terms of QoS requirements) and de-
mand (in terms of resources) of the workload/application, there is a need for an effec-
tive QoS-aware autonomic resource management technique that can easily make the
right decisions regarding dynamic scaling of resources and workloads/applications.

• In the present scenario, it is very difficult to make the autonomic resource man-
agement technique cost effective and energy efficient due to increasing energy
requirements and operating costs. To resolve this problem, there is a need for an
autonomic system that uses the best hardware and software configurations to im-
prove resource utilizations and fulfill important QoS parameters.

• There is a need to develop an autonomic resource management technique that op-
timizes both QoS targets: user centric (budget and execution time) and resource
centric (reliability, availability, and utilization).

• Most of the cloud companies have a large number of resources to serve the different
business applications and a large amount of data, but it is difficult to migrate and
manage due to security and privacy issues related to interoperability and integration.

• The QoS-aware autonomic resource management technique needs to be decentral-
ized. In centralized distributed systems, it is very difficult to manage the large num-
ber of user requests in multiple service queues, which further leads to performance
degradation (decreases reliability and scalability).

This research depicts a broad methodical literature analysis of autonomic cloud
computing techniques to find research gaps for future research.

11. CONCLUSIONS

This research article presents a methodical survey on autonomic cloud computing
(ACC). The taxonomy of ACC has been presented based on six different perceptions:
(1) design of application, (2) workload scheduling, (3) allocation, (4) monitoring, (5) self-
management, and (6) QoS requirements. After this, a taxonomy of every perspective
is presented based on different characteristics of autonomic resource management.
Further, a survey on QoS-aware autonomic resource management is conducted and a
taxonomy mapped to the key characteristics of QoS-aware autonomic resource man-
agement to find the gaps in existing research. This survey helps to find the research
gaps existing in autonomic cloud computing, and research issues still existing have
been identified. We summarized the existing literature in the form of systematic evo-
lution of autonomic cloud computing. To know the impact of QoS requirements on
self-management, there is a need to understand the evolution of autonomic cloud com-
puting to determine whether the provisioned resources are scheduled efficiently or not.
The current research on autonomic cloud computing is more focused on self-optimizing
and self-healing aspects. In order to provide protection and incorporate dynamic scal-
ability in autonomic cloud computing, ACCSs are required to focus on self-configuring
and self-protecting policies. The following facts can be further concluded:

• Contrast and assessment of autonomic cloud computing in the cloud can aid in select-
ing the autonomic scheduling algorithm based on a workload’s QoS requirements.

• QoS parameters can be improved in the delivered cloud service if resources are
reserved in advance.

• Proper matching of workload and resource can improve the performance significantly.
• Allocation of resources based on type of workload (homogenous and heterogeneous)

can improve the resource utilization.
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